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This article discusses the need fo r  standard software interfaces B STRACT for programming o f  networks, specifically for  service and signal- 
ing control, through programming interfaces. The objective is t o  enable the development 
of open signaling, control, and management applications as well as higher-level multime- 
dia services on  networks. The scope o f  this effort includes ATM switches, circuit switches, 
I P  routers, and hybrid switches such as those that provide for fast switching of IP packets 
over an ATM backbone. The basic ideas represented herein are in the process o f  develop- 
ment as a standard for application programming interfaces for networks under IEEE Stan- 
dards Project IEEE PI 520. 

restricted to signaling services enti- 
ties. There is also a supporting inter- 
face component  of t h e  proposed 
standard. It specifies, in the form of a 
set of messages, the interfaces  a 
switching unit must implement  in 
order  to  provide minimal s tandard 
services supporting higher-level soft- 
ware. The types of switching units to 
be considered in this standard shall 

n international research and industry community 
known as OPENSIG [l] was formed in 1995, 

advancing the concept of open signaling and network pro- 
grammability. Recently, several companies and laboratories 
started a new IEEE standards development project, IEEE 
P1520 [2].  This project envisions tomorrow’s telecommunica- 
tions network as a giant computer - a fully programmable 
machine - that delivers advanced voice, data, and video ser- 
vices globally. In the present paradigm, the key intelligence of 
the network, which lies in the signaling network, is built with a 
few fixed algorithms or programs known as standard signaling 
protocols and control programs. Development of richer sig- 
naling protocols and control programs has been a slow and 
arduous process. This is because the signaling standards for 
the modern telecommunications industry have become very 
complex and require consensus from all manufacturers and 
operators of switching equipment. 

The alternative proposed is to provide a set of software 
abstractions of network resources which allow distributed 
access to low--level control capabilities of network devices. 
At higher levels there should be a progression of capabili- 
ties to express and exploit control intelligence. Thus, the 
earlier paradigm of fixed signaling protocols and control 
programs is now replaced with programmable and extensi- 
ble signaling protocols, gateways between signaling systems, 
and meaningful interfaces to  earlier systems. P1520 is 
developing a reference model separating end-user applica- 
tion semantics, value-added services, network-generic ser- 
vices, virtual network devices, and hardware and/or  
low-level software support. The project aims to establish 
programming interfaces between the levels of the reference 
model. The proposed standard specifies, in industry-stan- 
dard Interface Definition Language (IDL) [3] ,  a set of pro- 
gramming interfaces for distributed access to switching 
functionalities by service control entities, including but not 

include asynchronous transfer mode (ATM) switches, IP 
routers, and circuit switches currently running Signaling 
System No. 7 (SS7) .  The standard lends itself to easy pro- 
gramming of quality of service (QoS) functionality through 
appropriate interfaces. 

The  capability to program the network has profound 
implications. In addition to opening up the marketplace to 
new and innovative control structures, not requiring a long 
and painful standardization process, there is a departure 
from the traditional signaling standards development model. 
In the traditional model service entities are defined in multi- 
ple layers, with functions at the same layer communicating 
peer to peer across a network. The exact semantics and syn- 
tax of the interaction among peer entities are standardized. 
This ensures that a vertical interface is well defined, so two 
devices of different vendors can communicate with each 
other as long as they conform to the same vertical interface 
(Fig. la) .  This is seen in both the intelligent network (IN) 
architecture as well as proposals that have emerged from 
broadband integrated services digital network (B-ISDN) sig- 
naling. Examples are traditional call routing, call setup, pro- 
posals for leaf-initiated join (LIJ) of multicast applications, 
and dynamic QoS control and management. This approach of 
hard-coding algorithms into standards inhibits programmabil- 
ity and extensibility. As signaling functionality increases, it is 
harder and harder for a consensus to be reached in the stan- 
dardization process. There are simply many ways of doing the 
same thing, and different network conditions require differ- 
ent solutions. Fixing on a particular algorithm will lead to 
suboptimal solutions. 

A different approach is possible - one that is not new. 
For example, an operating system in a personal computer 
gives the abstraction of a virtual machine to the program- 
mer, thereby providing programming interfaces to the physi- 
cal resources of the computer. Open and standard interfaces 
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Figure 2 illustrates different levels of 

between the hardware and operating system, and between 
the operating system and applications, have allowed the 
marketplace for peripherals and applications to develop in 
myriad ways. Adopting a similar approach in the domain of 
network management has led to standardized management 
information and protocols for access to such informal ion. 
Management applications, however, have not been stan- 
dardized, and have been developed by third parties in inno- 
vative ways. 

The advantages of opening up application programming 
interfaces (APIs) for networks (Fig. lb) are many. First, there 
are the benefits associated with leveraging distributed object- 
oriented technology and modeling (see “Distributed Object 
Technology for Networking,” this issue). These include bene- 
fits of object-oriented software engineering such as modulari- 
ty, reusability, scalability, and reliability, which go a long way 
in reducing the service deployment cycle. Second, there are 
benefits of distributed computing, such as location-transparent 
remote access and dynamic binding, which make it possible 
for third-party service developers to write applications that 
perform third-party call setup and management. Third, incor- 
porating programming interfaces in networks for developing 
control and management applications allows unprecedented 
separation of software and hardware. This, in turn, ensures 
that the end user gets the full benefit of competition in the 
marketplace. Fourth, there is now a separation of the signal- 
ing business from the transport business, permitting rich and 
flexible ways of dividing and segmenting the market. Finally, 
through gateways one can ensure that legacy interoperability 
will always be kept in the forefront. 

End-user applications 

1 V-interface 

We believe that a comlbination of the models of ATM and 
the Internet may be best suited for the backbone of the multi- 
media network of tomorrow, enhancing, and in some cases 
even replacing, existing signaling mechanisms with the use of 
parallel IP and ATM protocol stacks for information transfers 
within the same session. In such an infrastructure, it is best to 
use the IP stack with its fairly inexpensive, albeit unreliable, 
UDP for interobject comrnunication (which we term szgnal- 
zng), and the ATM/ATM adaptation layer (AAL) stack for 
media stream transport with guaranteed QoS. 

Considering the instal led base of the telecommunications 
infrastructure, SS7 is a well-accepted standard for network 
signaling in circuit-switched networks, and is being imple- 
mented for ATM netvaorks. However, since SS7 was 
designed to meet the signaling requirements of the past, it 
does not completely satisfy the requirements of today’s cell- 
and packet-switched networks. Consequently, new and more 
suitable architectures (e.$: , based on distributed object tech- 
nology) need to be developed. It must, though, be ensured 
that the enormous installed base of SS7 based networks is 
smoothly migrated toward these new architectures. Inter- 
faces between SS7 and new “signaling” systems (based on 
object-oriented technology) have t o  be developed. By 
“opening up” legacy signaling architectures (including SS7), 
new software markets arid markets for value-added service 
providers will emerge. 

In the following section we present the P1.520 reference 
model. We then look at programming interfaces for net- 
works of ATM switches, circuit switches, and IP 
routers/switches, respectively. We outline the initial direction 

being taken in the P1520 standards pro- 
ject, and present related standards and 
implementation agreements with which 
P1520 has liaison. 

I Alaorithms for value-added communication services Value-added 1 

the F‘1520 Reference Model for APIs 
for networks. In this modcl, there are 
leverJ, entztzes at each level, and Inter- 
f a c e s  between levels. At  the  value- 
added services level (VASL) the  
enti ties are end-to-end algorithms that 
add value to services provided by the 
third and lower levels by means of 

al network devices (software representation) Virtual network 
device level 

PE level i CCM-lnterface _ _ _ I _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - - - - - - - - - - -  

ical elements (hardware, namespace) 
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user-oriented features and capabilities, such as real-time 
s t ream management ,  synchronization of mult imedia  
streams, and other capabilities beneficial to value-added 
service providers and end users. At  the network-generic 
services level (NGSL) the entities are algorithms that deal 
primarily with the functioning of the network. For example, 
the algorithms may be virtual connectionivirtual path 
(VC/VP) configuration algorithms, or routing algorithms. 
This level also contains algorithms that have a global view 
of subnetworks of narrowband circuit switches through 
their individual local interfaces at the lower level. Thus, the 
interface to this level includes distributed object interfaces 
to service control points (SCPs) for use in IN applications 
using INAP. Standard means of carrying out such distribut- 
ed algorithms are currently being investigated for standard- 
ization by the  Object Management  Group (OMG) 
Telecommunications Domain Task Force (TelDTF). Sepa- 
rate control entities associated with different virtual private 
networks (VPNs) may also exist at this level. 

At the virtual network device level (VNDL), the entities 
are logical representations (objects) of certain state variables 
of these entities in the first level. The above encompasses 
software interfaces that are abstractions of resources of the 
physical elements in the PE level. An example of this is the 
binding interface base (BIB), which is an abstraction of 
resources of an ATM switch, specifically the VCiVP name- 
space and capacity region resources (see “Open Signaling: An 
Overview” and “The XBiND implementation,” this issue). 
This has been proposed for standardization within the P1520 
ATM Sub Working Group. 

Finally, as the name suggests, the entities at the PE level 
are physical elements o f  the network, such as ATM and IP 
switches, and local exchanges in narrowband circuit- 
switched te lephone networks. The  above encompasses 
hardware such as ATM switches, time-division multiplexers 
(TDMs), VP switches, and cross-connects; and also the 
physical elements of a narrowband circuit-switched tele- 
phone network. These elements can be accessed by means 
of control protocols such as General Switch Management 
Protocol (GSMP) [4] or other proprietary means for access- 
ing information at  this level. In this model four types of 
interfaces have been identified: 

The V interface provides access to the value-added ser- 
vices level. 
The U interface exposes functionality of the NGSL to the 
VASL. 
The L interface exposes functionality of software abstrac- 
tions of the VNDL to the NGSL. 
Lastly, open protocols to access the state of physical ele- 
ments are collectively called the connection control and 
management (CCM) interface. 
The V interface provides a rich set of APIs to write highly 

personalized end-user software, often in the form of value- 
addcd services. These services generally do not deal directly 
with the communications process per se, but provide conve- 
nient features that enhance the value and experience of using 
the basic communication services. Many of today’s advanced 
IN (AiN) services fall into this category, and are considered 
to be the precursor of things to come. Value-added services 
may be realized as “virtual service” objects invoked from Web 
browsers or other client applications. 

The U interface deals with generic network services and 
allows its user to make requests for connections. These con- 
nections may take the form of simple point-to-point connec- 
tions, point-to-multipoint trees, or any general graph (as in 
the case of a VPN). The power of this interface comes from 
its generality, which in essence allows parameterization of 

connection setup requests independent of the algorithm 
used in the connection setup procedure. This separation 
between interface and implementation in principle would 
allow multiple connection management schemes to coexist 
in a single network. The L interface defines the A P i  to  
directly access and manipulate local network resource 
states. These states could, for example, take the form of 
VCIVP lookup tables in the case of ATM networks or rout- 
ing tables controlling IP forwarding in the case of IP routers. 
Finally, the CCM interface, indicated by a broken line in 
Fig. 2, is not a programming interface, but a collection of 
protocols that enable the exchange of state and control 
information at  a very low level between a switch and an 
external agent. 

The reference model described above provides a high- 
level framework for positioning programming interfaces 
for networks. It is necessary to map this high-level model 
into existing networking technologies to be able to recog- 
nize the points at which “useful” programming interfaces 
may be obtained. In the following three sections, we con- 
sider three types of networks, namely, networks of ATM 
switches, circuit-switched networks, and IP routediswitched 
networks; and consider how the above reference model 
applies to each type of network. This presents an initial 
direction in which the work of standardization of open 
interfaces is carried out within the framework of each type 
of network. We then present the initial directions of the 
P1520 standards project. 

PROGRAMMING INTERFACES FOR 
ATM NETWORKS 

The connection-oriented nature of ATM switching allows, 
in principle, a fairly straightforward way to implement mul- 
timedia networking services. The primary challenge in 
defining programming interfaces for ATM networks lies in 
the task of developing generic QoS abstractions that capture 
the not ion of capacity and allow specification of QoS 
requirements and constraints. These abstractions represent 
a subset of the network resources as defined in the L-inter- 
face of the Pi520 reference model, and make the ATM net- 
work programmable in the sense that any signaling and 
control procedure can be specified in terms of a sequence 
of remote operations over these abstractions. As such, a set 
of open distributed APIs need to be specified as the L- 
interface in the P1520 reference model. An example of such 
an interface is the BIB [SI. BIB interfaces fall into two 
broad categories: APIs that provide the abstraction of fun- 
damental networking resources, and APIs to support the 
creation and subsequent control and management of end-to- 
end multimedia streams. 

In the first category of interfaces, two fundamental forms of 
resources are identified: name space and bandwidth. Name space 
resources represent addressing constraints, while bandwidth 
resources characterize buffer limitations. in the case of ATM net- 
works, name space resources manifest themselves as the virtual 
path and virtual circuit identifiers (VPi, VCi) of an ATM chan- 
nel, while bandwidth resources are manifested as the buffer 
sizes at the multiplexing points of an ATM cross-connect. 

Similarly, interfaces in the second category can be further 
subdivided into sub-APis that support: 

Control of generic multimedia devices 
Control of general ATM switch elements, including the 
switch fabric and output multiplexers 

0 Control and management of formatted multimedia flows 
Control of end-to-end transport protocol elements 
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Figure 3. Mapping of the P1.520 reference model to the SS7 architecture. HW: hardware. 

Multimedia device control refers to the APIs for enabling 
the setup and subsequent changing of multimedia device 
parameters that affect the generation or consumption of mul- 
timedia data. These typically include control of sampling 
parameters, including rate, format, encoding scheme, and so 
on. The control of general ATM switch elements refers to the 
task of controlling the allocation of name space and band- 
width resources of switches. These are typically related to the 
manipulation of VCIVP lookup tables in an ATM switch fab- 
ric and thc control of scheduling policies at the output ports 
(assuming an output buffered switch model). 

The control and management of formatted multimedia 
flows refer to the task of providing VCR-like controls on top 
of an encoded multimedia stream. Typically, operations here 
involve pausing and resuming the stream, changing the tem- 
poral direction and speed of playout, and direct access to 
indexed points in a sequentially recorded stream. The control 
of end-to-end transport elements refers to the task of select- 
ing and instantiating an appropriate transport protocol stack 
in accordance with QoS requirements, and the subsequent 
tracking and monitoring of the level of QoS achieved. Inter- 
faces at this level are extremely important because they pro- 
vide the only means to assess the cnd-to-end quality of a 
stream in a connection. 

The implementation of the L-interface in ATM networks 
will in some cases require direct access to hardware resources, 
especially in the case of network element resources. As such, 
there have been three proposals for defining a separate gener- 
ic vendor-neutral interface for remote control and monitoring 
of ATM switches. Two of the proposals are actually exten- 
sions to [4] with added support for QoS parameters. All three 
proposed APIs specify a bit-level protocol exchange between a 
switch controller and a remote switch for connection setup of 
unicast and multicast trees, cell-level statistics monitoring, and 
alarm reporting. 

In summary, control and management of the switches 
may be carried out by external agents that use the CCM 
interfaces. In the P1520 architecture, the external agent con- 
sists of a software representation of the switch, which pre- 
sents a programmablc interface, the L interfacc, a t  the 
VNDL. Algorithms at the NGSL manipulate the local states 
of switches by means of the L interface. Entities in the 
VASL make requests of the NGSL algorithms via parame- 
terized requests at the U interface. The NGSL algorithms 
then translate the parameters of each request into individual 
steps carried out on the local states of switches by means of 

L interfaces. Thus, for example. a value-added service 
provider providing a QoS-controlled service at the VASL 
may make a request for a point-to-multipoint connection 
setup request to a connection manager at the NGSL. The 
connection manager might then utilize a routing algorithm 
to obtain a preferred route or path for the communication, 
and then make a tentative route booking at each switch in 
the path via the L interface for that switch. This is illustrated 
in greater detail by mearis of an example in the white paper 
which is available at the 1’1520 Web site [2].  

PROGRAMMING INTERFACES FOR 
S S7 -BAS ED N ETWORKS 

A number of activities a.round the world are investigating 
issues related to the deve.lopment of an open (signaling- and 
technology-transparent) network architecture that enables cre- 
ation of distributed multiraedia and IN-oriented services. 

The Telecommunicationis Information Networking Archi- 
tecture (TINA) is probably one of the most widely known 
conceptual architectures in this context. The TINA Consor- 
tium (TINA-C) [6] approach is to separate sewice and deliv- 
ery, to integrate control (signaling) and management, and to 
adopt distributed object technology for the creation of a 
generic computing and communication platform. This plat- 
form is defined as the dist.ributed processing environment 
(DPE); it relies on the kernel transport network (kTN), 
which encapsulates network signaling. TINA also identifies 
several reference points (RPs) that constitute sets of appli- 
cation- or DPE-related interfaces. The number of currently 
specified RPs is, however, reduced,l and DPE-related RPs 
are not described in the current work. P1520 has identified 
a number of interfaces that in some cases correspond to 
TINA application-related IRPs, but in general are on a dif- 
ferent level. 

In contrast to TINA-C, which is defining a complete new 
architecture, others are aiming at the creation of high-level 
object-oriented programming interfaces toward “traditional” 
IN functions. One of these initiatives is the OMG TelDTF 
which is defining a Cominon Object Request Broker Archi- 
tecture (C0RBA)-based IN service creation environment. A 

Cuwently, TINA-C has specijied two application-related RPs, the Con- 
rumerlRetailer and the RetailerlConnectivity Provider Rps. 

__ __ 
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events such as flow identification 
and other exceptional conditions. As 
may be expected, the issue of polling 
versus interrupts becomes an impor- 
tant performance criterion for the 
management of these events, so the 
interrupt (notification) capability of 
a distributed object system becomes 
significant. 

The programmable interface for 
a router supports traffic control 
needs such as dynamic adjustment of 
resource allocations among differen- 
tiated service classes, alternative 
routing algorithms, and customized 
treatments for packets associated 
with a user, destination, or applica- 
tion, described further below. As 
multimedia communication becomes Figure 4. Mapping of the P1520 architecture to IP routersfswitches. 

couple of proposals dealing with interworking between 
CORBA and IN have been submitted. Another initiative is 
Java AIN (JAIN), which is driven by Sun Microsystems in 
collaboration with leading SS7 stack providers. JAIN offers 
Java-defined APIs toward the SS7 functions. The architec- 
ture takes advantage of Java’s multiplatform capabilities, 
which let developers write an application that can run on a 
variety of platforms. 

Thus, the industry is developing interfaces close to services 
and applications. These interfaces have more in common with 
the U interface of the P1.520 reference model. 

Figure 3 is an attempt to map the P1520 interfaces to the 
SS7 architecture. Hardware consisting of service switching 
points (SSPs) and SCPs forms the basis of the physical level in 
this architecture. The hypothetical placement of the interfaces 
of the P1520 reference model is shown as dashed lines in Fig. 
3. It has been concluded that for circuit-switched networks 
there is little value in opening up the interface to the hard- 
ware since the QoS abstraction for a physical circuit does not 
provide added value. The QoS provided by a circuit switch is 
well defined and invariable. 

A smooth evolution must take place in order to migrate from 
old signaling architectures (e.g., SS7) toward new object-orient- 
ed ones. The SS7 Sub Working Group of P1520 will investigate 
the ongoing activities within the industry regarding network pro- 
gramming interfaces to get a clear picture of the state of the art. 
It will also be necessary to analyze “problem areas” in order 
to identify real needs for standard U-level programming inter- 
faces for network services. Based on the findings and if there 
is a consensus on it, a standard will be developed. 

Such an interface may include functions that are applica- 
tion-specific (distributed application API) and/or more gener- 
al functions (e.g., signaling transport API). It is also believed 
that such an interface can be made more technology-indepen- 
dent, and be usable not only for SS7-based circuit-switched 
networks but also for IP networks and ATM networks. 

PROGRAMMING INTERFACES FOR 
NETWORKS OF IP ROUTERS/SWITCHES 

The P1520 reference model maps to IP routersiswitches (Fig. 
4), in a manner very similar to ATM switches. A GSMP-like 
interface is desirable at the CCM interface. Such an interface 
would be capable of triggering events in a routine way to noti- 
fy higher-level algorithms of the occurrence of certain types of 

increasingly prevalent, it becomes 
important to deal with special condi- 

tions of multimedia traffic and provide for these special con- 
ditions within the architecture of an IP routeriswitch and its 
management and control. 

The P1520 guiding principle is to dissociate the maintenance 
of state information from the algorithms that manipulate state in 
a network. This is the same guiding principle that applies to 
determining appropriate programming interfaces for IP 
routers/switches. Routing table lookup and manipulation may be 
an important ingredient of several classes of algorithms which 
operate at the NGSL; for example, policy-based routing, dif- 
ferentiated services scheduling, Resource Reservation Proto- 
col (RSVP) or other flow-based protocols, and so on. These 
algorithms, and others that may be proposed in future would 
benefit from programming interfaces at the CCM and L levels 
for IP routersiswitches. 

As a rule, IP routers are designed to do fast routing of a 
large number of packets without the selective communication 
session control that could be done through programmable 
interfaces of the kind envisioned by the P1520 Working 
Group. In particular, the IP community believes it is impracti- 
cal to maintain per-flow state in large networks. The thrust of 
this community is currently toward supporting a very few dif- 
ferentiated services [7], with different treatments for aggrega- 
tions of traffic in each service class. One research direction is 
to use Multi-Protocol Label Switching (MPLS) [8] in a trunk 
dedicated to a particular service class, and the RSVP [9] for 
setting up and maintaining these trunks. It would seem, at 
first glance, that P1520 interfaces are neither necessary nor 
desired by router manufacturers and users. A closer examina- 
tion reveals, however, that such interfaces may be necessary 
for IP routers and switches. 

Even though programmable interfaces are more associated 
with ATM network control than IP network control, thc need 
for dynamic modification of policies and configurations within 
IP routers is likely to emerge in the near future. The applica- 
tions could include: 

Adjustment of resource allocation, such as output port 

Traffic grooming by source or destination address 
Configuration of line cards 
Facilitating active network policies 
In addition, service integration of the Internet and public 

networks is likely to occur more expeditiously and efficiently 
if IP and ATM networks share identical or similar program- 
ming interfaces. IP plain old telephony service (POTS) (pub- 
lic network) telephony interworking, for example, will be 

rates, per differentiated service class 
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facilitated even without per-flow QoS control in the IP por- 
tion if routers can be programmed with policy-based routing 
and service class treatments. Learning from the ATM model 
indicates that P1520 interfaces for IP routers and switches 
should provide: 

A GSMP equivalent protocol for opening the hardware 
and low-level software and exposing their functionalities 
to the resources control elements of a router 
An L interface exposed by the control and management 
elements in the upper section of Fig. 4 

TOWARD A STANDARD FOR 
OPEN PROGRAMMING INTERFACES 

We have looked at three technologies, namely, ATM net- 
works, circuit-switched networks based on SS7, and net- 
works of IP routers/switches. These technologies differ, not 
only in their technical content and orientation, as noted in 
the previous sections, but also in the extent to which they 
have penetrated the market. ATM is a technology that has 
found its foothold in the backbone networks and trunks; IP 
is a technology that is growing rapidly in its deployment for 
various types of networks from data to voice and even wire- 
less; and SS7 is a technology that is well entrenched in the 
telecommunications marketplace, mainly for telephony 
applications. 

What can be said about these three technologies is that 
they are technically very divergent, and that they are likely to 
coexist in the foreseeable future. Thus, none of them can be 
ignored. Given this diversity in technical content and market 
orientation it is not our intent to realize a unified mapping for 
all three technologies as an immediate goal, or even to allow 
interoperation between the three at this stage. 

From the perspective of open programming interfaces, the 
first priority at this stage is to reengineer each of these tech- 
nologies separately, in such a way as to naturally expose 
points at which such interfaces may be beneficial. The signal- 
ing protocols for handling multimedia traffic on the Internet, 
for example, must be reexamined from the point of view of 
QoS guarantees, as indicated above. If programming inter- 
faces in these protocol stacks are desired, these should then 
be specified clearly. A similar approach would apply to ATM 
networks and SS7 networks. Thus, in our approach we would 
start where we are with each technology, get into the details, 
and propose interfaces in line with those motivated by the ref- 
erence model. Once these interfaces have been defined, speci- 
fied, and implemented and used, we shall be in a better 
position to integrate or interoperate between the different 
technologies. 

With this in mind, the P1520 standards initiative was sbart- 
ed with the IEEE Standards Board’s approval. The title of the 
proposed standard is “Application Programming Interfaces 
for Networks.” 

RELATIONS WITH OTHER STANDARDS AND 
IMPLEMENTATION AGREEMENTS 

Other standards and implementation agreements that are rel- 
evant to t h i s  project include ATM Forum UNI ,  PNNI,  
MPOA, and IETF RSVP, GSMP, “Integrated Services,” and 
MPLS. The proposed standard defines part of the software 
environment for programmable networks. As such, existing 
and evolving standards (e.g., for ATM signaling or IP-related 
signaling) can be implemented within the standard frame- 
work as special cases. 

Since the OMG Telecommunications Domain Task 
Force’s current work on IIOPISS7 for IN is addressing 
implementing IN over a CO RBA platform, this project shall 
form close liaison with the above activity at OMG. Similarly, 
the work of the ANSI T1S1 subcommittee on Services 
Architectures and Signaling [lo], has similarities to this pro- 
ject, and close liaison will be maintained with that group as 
well, and other related groups such as ETSI and QSIG. 
Liaison shall also be maintained with ITU-T Study Group 
11, which is responsible for studies relating to signaling 
requirements and protocols for telecommunications. The 
work done in this project will complement the protocols and 
standards already being worked on within ANSI T l S l  and 
ITU-T S G l l  and other bodies, by making it possible for 
these protocols and specifications to be programmed in an 
open manner, by means of open programming interfaces 
and control entities. 

TINA-C [6] has developed a modular open software archi- 
tecture for the provision of telecommunications and informa- 
tion services, encompassing both management and control. 
Although programming of control functions has not been the 
focus of that initiative, the interfaces defined by TINA-C will 
provide precedents and experience useful in the specification 
of interfaces for this proposed standard. 

__ __ 
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SUMn/IARY OF THE 
P I  520 STANDARD PROJECT 

In summary, the I E E E  P1520 s tandard project aims to  
establish an open architecture in network control, and the 
interface between network control and management func- 
tions. In this approach a ret‘erence model is defined which 
separates control intelligencc from control mechanisms. The 
control mechanisms reside on top of the hardware or physi- 
cal element level of the network. Within the initial time- 
frame of two years from December 1997, the P1520 project 
shall establish for ATM $,witches a programming interface, 
namely the L interface, and a supporting interface, the 
CCM interface, also for ,4TM switches. Thus, the immedi- 
ate scope of the deliverablea of the P1520 project is restrict- 
ed to L and CCM interfaces, although U interfaces are be 
examined for SS7 networlks. Appropriate L and CCM inter- 
faces for IP routers and switches are also currently under 
examination. 
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